1. INTRODUCTION

Currently, facial expression recognition is a challenging and interesting task, as evidenced by numerous previous competitions by researchers [1–8], a group of available datasets [1,9–13], and research on the subject. Many publications [14–17] have described the progress made in computer vision in recognizing emotions with faces. The extensive paper by Shan Li [15] is of particular importance because it provides a thorough explanation and review of existing and commonly used data sets for facial emotion recognition, as well as state-of-the-art (SOTA) and their respective results.

Facial Emotion Recognition 2013 (FER-2013) [1], Static Facial Emotion in the Wild (SF EW) [9], Cohn-Kanade (CK) [10], Extended Cohn-Kanade (CK+) [11], Japanese Association of Female Facial Expression (JAFFE) [12] and Expression in the Wild (ExpW) [13] are among the many sets of facial emotion recognition datasets available [14–17]. These datasets differ in many ways, which are generally described by one or more of the following factors: the amount of data, the number of emotion classes, image-based or sequential, and in conditions such as laboratory or in the wild. Each dataset contains hundreds to tens of thousands of rows of data, with some predefined datasets containing training, validation, and/or testing data distribution. These data sets also differ in the number of emotional classes they contain, with most containing six to eight emotional classes that include anger, disgust, fear, happiness, sadness, surprise, humiliation, and are frequently supplemented with neutral emotions. Despite the fact that some datasets do not include neutral expressions and/or insults. Image-based or sequential datasets (video-based or image-based) also provide variation in the research conducted, as each type of dataset requires a different approach to processing. Another difference is the state of the datasets, with lab-like datasets differing from in-the-wild datasets. The former is captured in ideal conditions (proper lighting, proper facial alignment, and/or minimal or no use of facial accessories such as
This data set is used in many works related to the completion of facial emotion recognition tasks, some of which use conventional methods, deep learning, pre-trained models, ensemble neural networks, combinations of deep learning with handmade feature selection techniques, and other related works that will be described in the sections that follow. This method achieved a diverse set of results, which can be summarized by the test accuracy of most studies for laboratory-like data sets, which frequently exceeds 90%, while testing accuracy for data sets in the wild rarely exceeds 75% [15].

With previous studies low accuracy results for facial emotion recognition with in-the-wild datasets (as compared to laboratory-like datasets), this paper attempts to improve facial emotion recognition accuracy for FER-2013 image-based in-the-wild datasets. The proposed model achieves a test accuracy of 71.80%, which is greater than most existing studies using a self-based neural network architecture, while being simpler in terms of network depth and topology and having end-to-end training capabilities.

This introduction is followed by review a of the core concepts, a brief description of FER-2013 as the dataset used in this paper experiment, the existing approach to facial emotion recognition tasks using the FER-2013 dataset, and the inspiring works that serve as the basis the of the paper's model. Following that, the proposed model is thoroughly described. The proposed model's results are then discussed and compared to other related works to determine how well the model performs in comparison to other approaches taken. Hopefully, the paper concludes with final thoughts on the proposed model and future work to improve the task of facial emotion recognition.

Based on a review of previous research, this study will use deep learning to recognize facial expressions, because deep learning has been shown to provide better accuracy results in classifying images than other methods. The CNN method was used in this study, along with the Transfer Learning of the VGG architecture, which was modified by adding Global Average Pooling to the top layer.

II. LITERATURE

2.1. Related research

Various researchers have previously conducted research on the classification of facial expressions. Jung's [18] research used the CNN and DNN methods to study facial emotion recognition. They compared the performance of the two methods and found that CNN performed better than DNN, with an 86.54% recognition rate. They also used the Haar-like method to create systems for real-time face detection and feature extraction. The study suggests that DNN overfitting is a possibility. The CK+ dataset, which contains 327 image sequences covering 7 universal emotions, was used.

Pramerdorfer's [19] research used the FER2013 dataset to extract features for image-based facial expression recognition using CNN with VGG, RestNet, and Inception architectures. They reviewed existing literature on the subject, identified barriers, and proposed future research directions. They discovered that using a modern CNN ensemble resulted in significant performance gains without the need for additional training data or facial registration. The accuracy of the FER2013 test was 75.2%, outperforming previous work.

Yang's [20] research suggests changes to the CNN algorithm and SGD optimizer to improve feature recognition rates and reduce time costs. To avoid gradient problems and accelerate convergence, the MCNN-DS algorithm employs a quadratic CNN structure with fixed linear units as activation functions. To minimize cross-entropy, the SGD optimizer inserts dropout layers into the all-connected layer and output layers. The proposed algorithm performed well on benchmark data sets such as MNIST and HCL2000, but performed poorly on the EnglishHand test set. MCNN-DS required significantly less time than MLP-CNN and SVM-ELM.

Gunawan's [21] research implemented Google Colab and CNN to classify facial expressions and develop video-based emotion recognition through deep learning. The study examined the pre and post processes involved in the model methodology, and their work demonstrates a common architectural model for developing deep learning recognition systems. When the Haar cascade Technique was applied to the FER2013 dataset, it resulted in 97% accuracy on the training set and 57.4% accuracy on the testing device. Various performance parameters are used as benchmarks in various studies to demonstrate progress in this area, and the study includes a data set that researchers can use to contribute to this field.

Pranav's [22] research studied human facial expressions into seven emotions using a CNN. Before settling on the final CNN model, which has six convolutional layers, two max pooling layers, and two fully connected layers, various models were tested. The final accuracy obtained after tuning hyperparameters was 0.60. Because of their ability to capture spatial features, CNNs perform better in image recognition.

Cheng's [23] research used CNN and VGG methods to accurately classify expression images. They optimized the network structure and parameters of the VGG-19 model and used transfer learning to compensate for a lack of training data. They used different CNN models to train and analyze facial expression data and discovered that the improved VGG-19 model had the highest accuracy of 96%, outperforming other models.
Sajjanhar’s [24] research tested a CNN model for recognizing facial expressions and used it as a baseline for evaluating other pre-trained CNN models. The researchers compared the performance of Inception and VGG, which had previously been trained for object recognition, to VGG-Face, which had previously been trained for facial recognition. The experiments were carried out with the help of publicly available face databases such as CK+, JAFFE, and FACES.

Most researchers require appropriate methods for measuring the rate of detection of facial emotions using image processing and CNN architecture. However, the use of various methods can have an impact on the detection of facial emotions. As a result, this study will compare the ability of VGG16 and VGG19 to detect facial emotions. It is hoped that by comparing these two methods, an appropriate method for detecting facial emotions will be discovered by modifying some feature learning from both methods.

2.2. Emotion Recognition

The process of recognizing human emotions is known as emotion recognition. Accuracy in reading others’ emotions varies greatly among people. Research on using technology to aid in emotion recognition is still in its infancy. In general, technology functions best when it makes use of a variety of modalities. The majority of the work done so far has been focused on automating the recognition of facial expressions from video, spoken expressions from audio, written expressions from text, and wearable-measured physiology.

Decades of scientific research have gone into developing and testing methods for automatic emotion recognition. There is now a large body of literature proposing and evaluating hundreds of different types of methods that employ techniques from a variety of fields, including signal processing, machine learning, computer vision, and speech processing. To interpret emotions, various methodologies and techniques such as Bayesian networks [25], Gaussian Mixture models [26], Hidden Markov Models [27], and Deep Neural Networks [28] can be used.

2.3. VGG-NET

K. Simonyan and A. Zisserman proposed the VGG-NET model of convolutional neural networks in their paper “Very Deep Convolutional Networks for Large-Scale Image Recognition” [29]. VGG-NET won the ILSVRC-2014 match positioning task and came in second in the classification task. His outstanding contribution was demonstrating that small convolution filters can express stronger features in input data while requiring fewer parameters. Increasing the network depth can significantly improve the model’s effect, and VGG-NET has good generalization capabilities for image datasets. As a result, VGG-NET is frequently used to extract image features.

VGG-Net is a network developed from AlexNet. Before that, LeNet5 networks used large convolution kernels to obtain similar image features, and Alex-Net networks used 11 x 11, 5 x 5 and 3 x 3 filters. A major advance of VGG-Net is to simulate the effect of a larger receptive field by using multiple 3 x 3 convolutions in turn. Assuming that all data have a C channel, one 7 x 7 convolution layer will contain C* (7 x 7 xC) = 49C x C parameter, while the combination of three 3 x 3 convolution layers has only 3 x (C x (3 x 3 xC)) = 27C x C parameter. Therefore, choosing a small-size convolution kernel is better than a large-size convolution kernel. The structure of the VGG-Net network is very consistent. From start to finish, it consists of 3 x 3 convolutions and 2 x 2 pooling. After extracting features from the feature extraction layer, three full connection layers are added to improve the network’s nonlinear mapping capabilities, while limiting the network size.

III. RESEARCH METHODS

3.1. Research Model

Determining the type of facial expression can be done manually but requires a relatively long time and sometimes there are still errors in determining the type of facial expression, besides that special experience and knowledge about facial expressions are needed. From the results of literature studies conducted, research on the classification of facial expressions has been carried out. This study developed research [19] which conducted research on the classification of facial expressions using the Transfer Learning method with VGG (Visual Geometry Group) architecture. The stages of research are shown in Figure 1.

Figure 1. Research Stages

The research stage as shown in Figure 1 is problem formulation, literature review, data collection, training, testing, classification, evaluation in determining the best model of facial expression classification.
3.2. Dataset

The image dataset used in this study uses FER2013 data from www.kaggle.com, where this data consists of 35,887 images with an image size of 48x48 divided into 2 test sets: PublicTest and PrivateTest with 3,589 images each.

3.3. Data Acquisition & Preprocessing

The dataset that has been obtained, then processed first to facilitate the classification of facial expressions at the next stage, as well as to get more accurate results. In this study, data processing was carried out in several stages as follows:

1. Filtering Image

Images obtained from Kaggle are filtered back manually, there is no accurate filtering in the process.

2. Labeling Image

Images obtained from Kaggle and have gone through the filtering stage, are data that is still fairly raw, has not been labeled correctly, therefore it is necessary to do the image labeling process manually.

3. Resize Image

The labeled image is then resizing using the PIL library in Python to resize the image to 48x48, this is done to support the transfer learning process.

3.4. Classification Model

The Classification Model used in this study was obtained from the results of training using the proposed method. This research uses the VGG16 & VGG19 architecture as the basis for the proposed solution. Because based on the results shown in ILSVRC 2014 this architecture gets a top 5 accuracy of 90.10% which can be said to be almost similar to human capabilities.

3.5. Evaluation Methods & Experiment Design

Evaluation of the designed method is carried out by comparing the level of accuracy produced in this study with the level of accuracy of previous research. The parameters observed include: Accuracy of Validation, Accuracy of Testing, Loss of Validation, Loss of Training, Training Time, Testing Time.

The data used in this study amounted to 35,887 images, and were randomly divided into 28,709 images (80% of 35,887 images) as training data, 3,589 images (10% of 35,887 images) as validation data and 3,589 images (10% of 35,887 images) as test data. Evaluation of architectural modifications is carried out by observing testing accuracy and training time per epoch.

\[ A = \frac{nc}{nt} \times 100\% \]

Where:
- \( A \) = Accuracy results
- \( nc \) = Number of correct data
- \( nt \) = Total data

\[ T = \frac{\epsilon T}{\epsilon P} \]

Where:
- \( T \) = Training time
- \( \epsilon T \) = Total time of epoch
- \( \epsilon P \) = Epoch parameter

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Training Accuracy</th>
<th>Validation Accuracy</th>
<th>Testing Accuracy</th>
<th>Training Time</th>
<th>Testing Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGG16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VGG16 + GAP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VGG19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VGG19 + GAP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prop. Method</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
IV. RESULTS & DISCUSSION

4.1. Deep Learning Model Implementation

This study compared the results of 2 architectures between VGG16 and VGG19. The parameters that are considered are testing accuracy and training time per epoch. The entire experimental process in this study was implemented using PyTorch 1.4, Python 3.6.9 and GPU cloud platform with Google Colaboratory (based on Jupyter Notebook).

The entire training process in this experiment is carried out with the following conditions:

- Epoch: 200
- Optimizer: SGD
- Learning rate: 0.001
- Decay: 5e-4
- Using the FER2013 dataset containing 28,709 sample facial expression images.

4.2. Evaluation The Results of Existing Architectures.

The architecture tested in this study amounted to 4 models. Each of these architectures will be tested to determine the accuracy of the test results.
Table 2. Comparison of Classification Existing Architectures Results

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>VGG-16</td>
<td>99.38%</td>
<td>69.32%</td>
<td>71.33%</td>
</tr>
<tr>
<td>VGG-16+SGD</td>
<td>99.34%</td>
<td>69.38%</td>
<td>71.80%</td>
</tr>
<tr>
<td>VGG19</td>
<td>99.47%</td>
<td>69.55%</td>
<td>71.80%</td>
</tr>
<tr>
<td>VGG19+SGD</td>
<td>99.19%</td>
<td>69.41%</td>
<td>71.55%</td>
</tr>
</tbody>
</table>

According to the graph, the experimental results in this study show that the method with the highest test accuracy value of 71.80% is VGG16 + SGD, and the method with the lowest accuracy value is VGG16 with an accuracy value of 71.33%.

Based on the results of the experiment, it appears that the more complex the architecture used, the lower the resulting accuracy value, and the higher the level of overfit. As a result, it is proposed to make changes to the architecture that has the best accuracy value between VGG16 + SGD and VGG19 by reducing several learning rates so that the parameters used become much less so that they can degrade the computational process.

4.3. Evaluation The Results of The Proposed Architectures.

In this study, there are two variations of the proposed method, the difference between each of these architectures is the number of convolutional layers owned. The first variation has 11 convolutional layers and the second variation has 8 convolutional layers.

Table 3. Comparison of Classification Propose Method Architectures Results

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>VGG16 + GAP</td>
<td>99.34%</td>
<td>69.38%</td>
<td>71.80%</td>
<td>24.89s/ epoch</td>
<td>5s</td>
</tr>
<tr>
<td>8 Conv layer + Maxpool + GAP</td>
<td>90.60%</td>
<td>66.87%</td>
<td>67.51%</td>
<td>24.19s/ epoch</td>
<td>4s</td>
</tr>
<tr>
<td>11 Conv layer + Maxpool + GAP</td>
<td>99.51%</td>
<td>68.52%</td>
<td>70.27%</td>
<td>20.93s/ epoch</td>
<td>4s</td>
</tr>
</tbody>
</table>

Figure 10. Experimental results using the Propose Method 1 architecture

Figure 11. Experimental results using the Propose Method 2 architecture

Figure 12. Comparison of Proposed Architectures Results
According to the graph, the experimental results in this study show that VGG16 + Global Average Pooling is the method that produces the highest test accuracy value of 71.80%, while Proposed Method 2 produces the lowest accuracy value of 67.51%.

It can be seen that Proposed Method 1 can achieve an accuracy that are nearly identical to the best architecture from previous trials, namely 70.27%. Although the results are nearly identical, Proposed Method 1 has a few advantages, including the use of a more restrictive parameter, which reduces the time required for the training process and increases the likelihood of errors occurring during the training. Proposed Method 2 is being developed as a barometer to determine whether proposed method 1 is sufficiently complex or not. This architecture makes the accuracy decrease to 67.51% for accuracy test. This demonstrates that the Proposed Method 2 architecture is always more complex in terms of expressing facial expressions.

To achieve maximum accuracy, it is critical to use the appropriate architecture. A large architecture will have many weight parameters, resulting in heavy computational processes, longer training times, and overfitting. Large architectures, on the other hand, have the advantage of being able to study large and complex datasets. While a small architecture has fewer weight parameters, the computational process becomes lighter, and the training time becomes faster, making it suitable for training processes with few datasets and typical datasets that are not overly complex. However, a small architecture has the disadvantage of resulting in underfit.

V. CONCLUSION

This study describes the design and implementation of a face recognition system based on Convolutional Neural Networks. With the right architecture, the proposed method achieved good accuracy in face classification. Reduced learning rate or architecture simplification can improve accuracy while reducing computational burden and time. With 71.80% accuracy, the VGG16 + SGD usage scheme was found to be the most optimal.

To strengthen research results, the study suggests further development through the use of simpler datasets, transfer learning, designing a more optimal architecture, and validation by facial experts on the dataset used.
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