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Abstract
Artificial learning techniques are currently used for weather and climate forecasting, etc. In this paper, we will evaluate three algorithms for predicting meteorological parameters based on the humidity parameter. Our dataset was taken from Mbujimayi airport in the DRC. So, having the real-world data at our disposal, we used these Machine Learning tools to interpret and understand what happened by training the three models separately, and draw the conclusion as to which was the best model. Then, we used the three models to make some predictions about what our environment will be like tomorrow, and to draw conclusions and make decisions about whether or not our climate is already facing climate change. Three models are used: Decision tree, k-nearest neighbor and neural network, the analysis reveals that of the three models tested, the decision tree scored 81.8% after training with an average prediction of 71.5%, in second place we have the K-nearest neighbor with a score of 70% after training with an average prediction of 70.8% and the closure neural network with 64% training and an average prediction of 66.1%. Thus, the decision tree outperforms the other models in terms of training and prediction of meteorological parameters, and is the best model with a very high performance compared to the other models.

1.0 INTRODUCTION
Today, climate change and global warming are burning issues worldwide as their negative impact alters human lives [1]. Climate change is expected to increase the risk of water-related disasters such as urban floods and severe droughts [2-4], or to have an intense effect on river water quality in many parts of the world [5]. Having a good understanding of the future, particularly with regard to temperature change, is essential to help decision-makers assess and reduce the effects of climate change, and increase the reliability and sustainability of infrastructure [6-8].
In assessing the quality of human life, humidity is known to be essential. Therefore, a reliable and accurate framework for accurately predicting humidity in the future is of great importance [9]. Such predictions with 100% accuracy may be impossible, but prediction errors can be minimized or prediction speed can be intensified [10, 11]. The current demand for this type of information has encouraged the development of new means of prediction and data processing, and led to the presentation of new specialized tools and methods [12-14]. Over the last twenty years, these new tools, known as machine learning (ML) methods, have demonstrated their capabilities and accuracy in various fields of science and engineering, such as forecasting, prediction and pattern recognition problems [15-18]. Numerous studies have used ML methods and algorithms to predict natural phenomena such as humidity, dew point, precipitation and soil temperature.

One of the long-standing and well-known ML methods used in many environmental fields is linear regression, applicable to both univariate and multivariate problems [19-21]. Another non-parametric ML method, k-Nearest Neighbor (kNN), has been chronically used in the ML literature to solve regression problems [22-24]. Support Vector Machine (SVM) regression is another method applied to find relationships between inputs and outputs [24, 25]. Finally, the artificial neural network (ANN) is one of the best-known and most popular methods, capable of capturing non-linear patterns in the features and targets of functional relationships. It has been applied to many ML problems in different domains [26-28]. Researchers have used the above methods to predict natural phenomena in recent years. Jain et al [29] used the coactive neuro-fuzzy inference system (CANFIS) to predict soil temperature in an arid and semi-arid zone. Jain et al. [30] developed an ANN model to predict winter air temperatures. They used data from six hours before the prediction time, including relative humidity, wind speed and solar radiation. Smith, McClendon and Hoogenboom Smith, McClendon and Hoogenboom [31] improved on the predictions of previous studies by extending the data lag to twenty-four hours, and concluded that this improved prediction accuracy. [32] used two ML methods, Support Vector Machine (SVM) regressions and Multilayer Perceptron (M.L.P.), to predict mean monthly temperature at eight observing stations in Australia and two in New Zealand, with implications for the detection of possible climate change reported in these regions. They concluded that SVM produced better predictions. [33] proposed a new approach to air temperature prediction by combining ANFIS and optimization algorithms. The proposed method showed an increase in prediction accuracy. In another study, [34] used kNN and a model matching machine learning algorithm to predict short-term air temperature.

Literature reviews have shown that despite numerous studies focusing on the use of specific ML methods to predict air temperature, few studies compare and evaluate the application of multiple ML methods in the same study [35]. Since temperature has a direct effect on precipitation, which will create a drought event, different ML approaches would help predict a drought event [36]. This work could be used as a reference for other hydrological and hydro-metrological parameters such as precipitation, flow measurement, etc., for this study region. Consequently, this study aims to evaluate the performance of machine learning algorithms based on the humidity parameter of the meteorological station at Bipemba International Airport in Mbujimayi. First, historical data were obtained and analyzed. Then, three different ML methods were trained using the actual data. The predictive ability of the ML methods was then evaluated and compared. Model inputs were selected on the basis of previous studies and available data, humidity, temperature, heavy rain, light rain, rainfall and frequency.

2.0 THEORETICAL

The research entitled evaluating the performance of machine learning algorithms for predicting meteorological parameters defines whether the machine learning model is reliable, where it makes errors and how much it can improve in order to choose the right model for the meteorological problem.

T. Saranya (2020) explored the comparative study of various ML algorithms used in IDS for several applications such as fog computing, Internet of Things (IoT), big data, smart city and 5G network. In addition, he also classified intrusions using ML algorithms such as Linear Discriminant Analysis (LDA), Classification and Regression Trees (CART) and Random Forest.
Sunil Gupta & al. (2022) working on how to verify algorithms on a dataset using R and find the most accurate algorithm model for the dataset. It's not easy to know which algorithm to use on the dataset to get the best results. We don't know the best parameters to use for particular algorithms. Here, we have worked on a trial-and-error strategy to select the most appropriate algorithm. The dataset is used to train the models, and a test option is used to evaluate the model. The test metrics are used for comparison.

Muhammad Kamran & al. (2022) present a comparative analysis of ML algorithms for short-term load forecasting (STLF) with regard to forecast accuracy and error. Based on implementation and analysis, they identify that, among other algorithms, STLF provides comparatively better results.

Savan K Patel & al. included in their paper a comparison of the performance of a few machine learning algorithms in referring students' social engagement during the COVID-19 pandemic period. In this study, the comparison of Naïve Bayes, J48 tree, REPTree, and Random forest algorithms is carried out on a structured data set of over 1,200 instances.

2.1. Machine learning

Machine learning is the scientific study of the algorithms and statistical models used by computer systems to perform a specific task without being explicitly programmed. Learning algorithms are present in many of the applications we use every day. One of the reasons why a search engine like Google works so well every time it is used to search the Internet is that it has a learning algorithm that has learned how to rank web pages. These algorithms are used for a variety of applications, including data mining, image processing, predictive analysis and more. The main advantage of machine learning is that once an algorithm has understood what to do with data, it can do its job automatically.

2.2. Meteorology

Meteorology is the discipline that studies the weather and what it's going to do in the near future. Meteorology includes areas such as live situation analysis, weekly forecasting and seasonal forecasting. As such, it is the study of short-term weather.

3.0 METHODOLOGY

3.1. Study Area

Built in 1958 by Forminière (now MIBA), and handed over to the Ministry of Transport and Communication in 1960 (Ordonnance-Loi n° 0162/12 du 18 nov. 1960), Mbujimayi national airport (FZWA according to the ICAO code and MJM according to the IATA code) has been one of the 54 airports in the DRC managed by the RVA since 1972. It is one of the country's top five airports. It is located in the RVA district of the commune of Bipemba. Its coordinates are: 6°07'16'' S, 23°34'08'' E and 677 m altitude. Theoretically, its area covers 300 hectares, but in practice only 169 hectares (1.69 km²) remain for a perimeter of 6.54 km, due to the encroachment of housing.

Its runway, 2000 km long and 45 m wide, oriented S-E-N-W, is known as Runway 17/35 (Figure 2). Due to its altitude (677m), Mbujimayi airport, situated at the top of an elongated hill, is a center of runoff dispersion, particularly to the northeast and east of the Muya-river watershed [37].

3.2. Machine Learning Methods

a) K nearest neighbor

The nearest neighbor approach was first introduced by [38] and later studied by [39]. This approach is one of the simplest and oldest methods used for model classification. It is often gives efficient performance and in some cases its accuracy is higher than that of state-of-the-art classifiers [40] [41]. The KNN classifier categorizes an unlabeled test example using the label of the majority of examples among its k nearest (most similar) neighbors in the training set. Similarity depends on a specific distance metric, therefore, the performance of the classifier depends significantly on the distance metric used [42]. KNN classifier is one of the most popular neighborhood classifiers in pattern recognition [43] and [44], as the technique is very simple and effective in the field of pattern recognition, machine learning, text categorization, data
mining and object recognition, etc. [45] and [46]. However, it has limitations, such as memory requirements and time complexity, as it depends entirely on each example in the training set.

b) Neural network

Modeling of a typical artificial neuron and multilayer neural network is shown in Figure 2. Signal flow from inputs x1...xn are assumed to be unidirectional, indicated by arrows pointing to the neuron’s output flow (O). The neuron output signal O is given by

\[ O = f(net) = f\left(\sum_{j=1}^{n} w_j x_j\right) \]  \hspace{1cm} (1)

Where \( w_j \) is the weight vector and the function \( f(net) \) is the activation function.

![Figure 2. Neural Model](image)

The variable net is defined as the dot product of the weights and the input vector.

\[ net = w^T x = w_1 x_1 + \cdots + w_n x_n \]  \hspace{1cm} (2)

Where T is the transpose of the matrix.

The output value O is calculated as

\[ O = f\left(\text{net}\right) = \begin{cases} 0 & \text{otherwise} \\ 1 \text{ if } w^T x \geq \theta \end{cases} \]  \hspace{1cm} (3)

Where \( \theta \) is called the threshold. This type of node is called a linear threshold unit. The internal activity of the neuron model is given by

\[ v_k = \sum_{j=1}^{p} w_{kj} x_j \]  \hspace{1cm} (4)

In this case, the output of neuron \( Y_k \) is the result of the activation function for the values of \( V_k \). [47].

c) Decision tree

The decision tree approach is a binary model (split into two) that indicates how the quantity of a dependent variable can be estimated from the values of the independent variables. There are two types of decision of decision trees: [48] classification trees are the most common and [49] regression trees are used for estimation purposes based on numerical variables [50].

If each leaf of the tree contains linear regression relationships for the prediction of the target variable in that leaf, this is called the tree model. The M5 decision tree algorithm was developed by Quinlan [51]. The M5 algorithm uses single attribute tests that maximize the variance in the target space, creating a regression sequence by iteratively dividing the sample space. A mathematical formula for calculating the standard deviation reduction (SDR) is:

\[ SDR = sd(T) = \sum_{|i|}^{||T||} sd(t_i) \]  \hspace{1cm} (5)

where \( T \) is a set of examples that reach the node, \( T_i \) is the subset of examples that have the ith result of the potential set, and \( sd \) is the standard deviation. After the tree grows, multiple linear
regression is created for each internal node using the data for that node and all attributes involved in the test at the subtest of that node. Each sub-tree is then considered in the pruning to overcome irregularity growth problems. Pruning occurs when the prediction error in the linear relationship at the root of a subtree is less than or equal to the expected error for the subtree. Finally, smoothing is used to compensate for sharp discontinuities between adjacent linear patterns on the leaves of the pruning tree.

d) System design
In this study, we stated by preparing data and applying selected prediction algorithm, and finally viewing the evaluation results taking into account training and prediction as shown in figure below.

Figure 3. Study’s Flowchart

4.0 RESULANTS
4.1. DataSet Preparation

The data shows us that we have 10 parameters for a total of 84 entries in the space from 2015 to 2021 and concerning the data types, we have integers.
4.2. Models training

**K-nearest Neighbors**

```python
modelKNN = KNeighborsRegressor(n_neighbors=3)
modelKNN.fit(x,y)
print("Score K-nearest neighbors : ", modelKNN.score(x,y))
Score K-nearest neighbors : 0.7025622458475073
```

**Neural Network**

```python
modelNN = MLPRegressor(hidden_layer_sizes=(500,500,2), max_iter=500)
modelNN.fit(x,y)
print("Score Neural Network : ", modelNN.score(x,y))
C:\Users\cian_govy\Anaconda3\lib\site-packages\sklearn\neural_network\multilayer_perceptron.py:1399: DataConversionWarning: A column-vector y was passed when a 1d array was expected. Please change the shape of y to (n_samples, ), for example using ravel().
y = column_or_1d(y, warn=True)
Score Neural Network : 0.6462994847478969
```

**Decision Tree**

```python
modelDecisionTree = DecisionTreeRegressor(max_depth=3)
modelDecisionTree.fit(x,y)
print("Score Decision Tree : ", modelDecisionTree.score(x,y))
Score Decision Tree : 0.818713520754635
```

![Figure 5. Score K-nearest neighbors](image)

![Figure 6. Score Neural Network](image)

![Figure 7. Score Decision Tree](image)

**Table 1. Training result**

<table>
<thead>
<tr>
<th>Models</th>
<th>Training score</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-nearest neighbors</td>
<td>70.2%</td>
</tr>
<tr>
<td>Neural Network</td>
<td>64.6%</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>81.8%</td>
</tr>
</tbody>
</table>

As can be seen in Table 1, having chosen humidity as the fixed Target, the initial parameters of the various models were then trained using the “fit” method. After training, the various models were then evaluated using the “score” method: the K-nearest neighbor model scored 70.2%, the Neural Network model scored 64.6% and the Decision Tree model scored 81.8%, with the last model scoring the highest of the three.
Predictions with different models

Figure 8. Neural network prediction

After training our “Neural Network” model, we proceeded with the prediction over a multi-year period of seven years. We can see a constant decrease in relative humidity just after January, reaching the critical threshold of 63% in July. This may be understandable given the rainy season, but it gradually rises again to 68% in August, before dropping again to 64% and 65% in September and October, despite being in the rainy season. This is something we experienced in the city, as September and October 2022 were almost rain-free, and it rises again to 76% in November, which is a particularly wet and rainy month, but we notice a drop in December to reach the critical threshold of 62%.

Figure 9. Prediction with the decision tree

Using the decision tree, we can see that in the first month of 2022, humidity reaches 82%, while in February it drops to 61%. In March, it rises to 74%, before dropping briefly to 72% in the fourth month of the year. It rises again in June to 74% and drops again in July to 64%, which is understandable given the dry season, then rises again in August to 75% with the onset of rain, before dropping to 67% between September and October, given the scarcity of rain observed in the city during this period and the heat peaks. It rises again in November to reach a record 89%, due to the abundance of rain, and drops again to its lowest level in December to 63%.
In Figure 10, predicted with the K-nearest neighbors model, we see humidity at its lowest during the dry season, i.e. the months of May, June and July, rising in August to 72% with the onset of the rains, falling in September to 67%, which may explain the scarcity of rains and heat peaks during this month, rising again to 73% between October and November to explain the high temperatures observed during this time of the year, and rising again in December.

<table>
<thead>
<tr>
<th>Month</th>
<th>K-nearest neighbors</th>
<th>Neural network</th>
<th>Decision tree</th>
</tr>
</thead>
<tbody>
<tr>
<td>January</td>
<td>80</td>
<td>72</td>
<td>82</td>
</tr>
<tr>
<td>February</td>
<td>70</td>
<td>60</td>
<td>61</td>
</tr>
<tr>
<td>March</td>
<td>75</td>
<td>68</td>
<td>74</td>
</tr>
<tr>
<td>April</td>
<td>72</td>
<td>66</td>
<td>72</td>
</tr>
<tr>
<td>May</td>
<td>64</td>
<td>65</td>
<td>70</td>
</tr>
<tr>
<td>June</td>
<td>59</td>
<td>64</td>
<td>74</td>
</tr>
<tr>
<td>July</td>
<td>67</td>
<td>63</td>
<td>64</td>
</tr>
<tr>
<td>August</td>
<td>72</td>
<td>68</td>
<td>75</td>
</tr>
<tr>
<td>September</td>
<td>67</td>
<td>64</td>
<td>67</td>
</tr>
<tr>
<td>October</td>
<td>73</td>
<td>65</td>
<td>67</td>
</tr>
<tr>
<td>November</td>
<td>73</td>
<td>76</td>
<td>89</td>
</tr>
<tr>
<td>December</td>
<td>77</td>
<td>62</td>
<td>63</td>
</tr>
<tr>
<td>Mean</td>
<td>70.8</td>
<td>66.1</td>
<td>71.5</td>
</tr>
</tbody>
</table>

Figure 11. Training Result
5.0 CONCLUSION

This study focused on evaluating the performance of machine learning algorithms in forecasting meteorological parameters in Mbuji Mayi City, meteorological data including humidity, temperature, heavy rain, light rain, precipitation, frequency, etc. were extracted from the weather station at Bipemba International Airport. The data covered almost seven years from 2015 to 2021. The main purpose of this data is that this study consisted of evaluating the performance of different ML techniques compared to training and prediction using humidity as input. Therefore, three ML methods were used for training and prediction, including K-nearest neighbors, neural networks, and Decision tree. Analysis showed that the decision tree in training gave him a score of 81.8% and the average prediction was 71.5% for him. In second place, the K nearest neighbor score he had 71.5%. Training was 70% and average prediction was 70.8%. Cloture neural network was training 64% and average prediction was 66.1%. Therefore, decision trees outperform other models in terms of training and predicting meteorological parameters, and are the best models with very high performance compared to others. This can be seen in figures 11 and 12.
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